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Announcements

• Notebooks 
– I am happy to get them in reverse chronological order if that works better 

for you
– Just include “reverse chronological order” on the title page
– One way is to put it into the latex \data{} macro

• Paper study format
– Presentation should be more or less self contained

• Assume that many have not been able to look at it
• We will have a few interested parties commit to reading it as well to 

increase the possibility of interesting discussion.

• Connecting reading and writing
– E.g., notice that the figure captions in this paper are generally helpful.
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Main ideas

• CNN to learn shape representations from images
– What is a CNN?

• Shape representation is a fixed size mesh that is topologically 
a sphere

– Entails silhouette via rendering
– Includes semantic keypoints and where they get rendered
– Includes a texture mapping (links to image)
– Initialized in training to something reasonable

• Learn a weak perspective camera
– f=\infinity



Mesh point indexing



Main ideas (II)

• Mesh is category mesh + instance deformation

• 3D training data is hard to arrange, 2D less so
– Use segmented birds with semantic keypoint labels

• E.g, tip of beak

• Priors 
– Assume symmetry
– Deformation should be small (regularized)
– Mesh should be smooth
– Semantic keypoint labels should be sparse (peaked distribution)

• Texture “flow” (mentioned in next figure, more later)



Main ideas (III)



Texture “flow”

Main idea for learning: Learn which pixel location in the image should be used for transfer. 



Main ideas (learning)

• Learning needs everything to be differentiable
– Projection, even weak projection, is not

• Rasterization is a big issue

• They use a new fancy projection method (next slide)
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