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Desirable qualities for the ML classifier

• Accuracy: The classifier should be able to accurately classify new data
• Interpretability: output should be diagnosable (especially to 

determine bias in the classifier)
• Trainability: The time/resources required to train a model should not 

be too great
• Transferability: good results on one dataset should be indicative of 

good results on a different dataset
• Robustness: should not require too much parameter tuning to work 

well on a new problem



High-level viewClassification pipeline



Presentation Road-map

• Background questions
• What even is a Gaussian Process?
• What is a convolutional layer?

• Deep Convolution GP
• Paper implementation
• Comparative results
• Issues with the paper
• Future extensions 



What is a Gaussian Process?

Materials and insight 
taken from FCML



From Linear Regression to GP



What is a Convolutional Filter?

• Common image filters
• Sharpener
• Edge detector

• Multiple response channels
• Differing stride sizes



Deep Convolutional GP Implementation

• Response channels
• GP kernel: Radial Basis Function (RBF)
• Doubly stochastic variational inference
• Parameter initialization



A visual look at the response patches



Classification clusters at each layer



How many response channels?



Deep Conv GP Results



Some faults from the paper

• No comparison to similar depth CNN
• Why does the paper perform better on MNIST than CIFAR-10?
• Variational inference is reliant on the gaussian assumption
• MNIST is a much simpler problem

• Degenerate covariance problem



Future Research
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